International Journal of Research in Advent Technology, Vol.2, No.5, May 2014
E-1SSN: 2321-9637

Gesture Based Computing as an Alternative to Mouse
by Calibrating Principal Contour Process Actions

Chinnu Thoma’s D.Lakshmf
PG Student of CSEAssociate Professor of CSE
Adithya Institute of Technolody?
Chinnuthomas13@gmail.cont, lakshmi.lifefordivine@gmail.com?

Abstract- Computing is no longer a discrete activity boundat desktop; network computing and mobile
computing are fast becoming a part of everydaydifiel so is the Internet. In the present day franmkewd
interactive and intelligent computing, an efficidntman computer interaction is assuming utmost fapce.
The topic of user experience and interaction hamnhbacreasingly popular and widespread lately. kénli
decades ago, when people place most of their attendn the quality and functionality, or brandaoproduct,

at the present time, the user interaction expeei@md usability seems to be the vital element wieople are
considering and selecting a product. Gesture basetputing enables humans to interface with the mach
(HMI) and interact naturally without any dedicatddvices. Building a richer bridge between machiaed
humans than primitive text user interface or exgraghical user interfaces) GUIs, which still lirttie majority

of input to keyboard and mouse. In fact we aredind this gap by bringing intangible, digital infoation out
into the tangible world, and allowing us to intdragth this information via natural hand gestur&esture
Based Computing provides an attractive alterndtivdhuman computer interaction (HCI). A novel apmb is
proposed for implementing a real-time Human intBoacsystem capable of understanding commands with
emphasis on hand gestures by analyzing the principdour and fingertips.

Index Terms- Human Machine Interface; Human Computer interactibland Gesture; Gesture based
Computing.

1. INTRODUCTION

No doubt, Present world framework of technology is Hand gestures recognition (HGR) is one of the
seeking for an interesting interface for HumarMajor innovative areas of research for the

Computer Interaction (HCI) which can provide ar,engineers,sc_ientists and bi_oinformatics. Today many
environment where a user can interact with &€searchers in the academia and industry are wprkin
computer or roughly speaking a machine in a mor2" different application without wearing any exéned

user friendly way. We are bridging the gap o edicated device to make interactions more easy,

. . L0 . P . natural and convenient. However, human-robot
interaction by bringing immaterial, digital inforten . . . -
out into the material world, and allowing us toeirict interaction using hand gestures provides a remérkab

ith this inf ) X | hand challenge. For the vision part, the complex and
with “this information via natural hand gesturesc,iered backgrounds, dynamic lighting conditions
Gestures considered as a natural way

> ! nd a deformable human hand shape, extraction of
communication among human especially for heaksrong object can cause a machine to misunderstand

impaired, since it is a physical movement of handge gesture. If the machine is mobile, the handuges
,arms, or body which conveying meaningfulrecognition system also needs to satisfy other
information by delivering an expressive messageonstraints, such as the size of the gesture in the
Gesture recognition then, is the interpretatiorihaft image and adaptation to motion. Moreover, to be
movement as semantically meanings command. natural, the machine must be person-independent and
Vision Based approach of hand gesturgive feedback in real time.
recognition has received much attention froml_h in f . int of th .
academia and industry in recent years, largelytdue € main focusing point of the paper is to presents
the development of human-computer interactiofiand gesture recognition system emphasizing the
(HCI) technologies and the growing popularity O,detectlpn of the.mo.t|on _of the hand in a real-time
smart devices such as smart phones. The essenfiggnario, track it, identify its features such as
intention of building hand gesture recognition eyst fingertips and use those to create a simple apjgica
is to create a natural interaction between humah athich is measured to be challenging problem in the
computer where the recognized gestures can be udsdman-computer interaction context and promising as
for controlling a robot [15] or conveying meaningfu well. Although recent reviews [1,6-8,15,19,20] in
information [1]. How to form the resulted handcomputer vision based have explained the importance
gestures to be understood and well interpretechby tof gesture recognition system for human computer
computer considered as the problem of gestuigteraction (HCI), this work concentrates on vision
Interaction. based techniques method and it's up-to-date. With
expecting to point out various research developsment
as well as it emphasis good beginning for inteceste
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persons in hand gesture recognition area. Color glove based approaches represent a

Conclusively, we give some discussion on the ctrre@ompromise between data glove based approaches

challenges and .open.que_stions in this area and poghd vision based approacheMlarked gloves or
out a list of possible directions for future work.

The rest of the paper is organized as fOIIOWScolored markers are gloves that worn by the human

Section 2 explains the basic concepts and appreactiignd [6] with some colors to direct the process of
of the vision based hand gesture approaches. 8ectisacking the hand and locating the palm and fingers
3 includes several related works. The proposed wo(B], which provide the ability to extract geometric
is dgtailed in Section 4. Finally the work is s&dtin = faatyres necessary to form hand shape [6]. Compared
Section 5. with instrumented data glove the amenity of this
2. HAND GESTURE TECHNOLOGY technology is its simplicity in use, and it costavl
price. Intrinsically, they are similar to the latte
To enable hand gesture recognition, numero@xcept that, with the help of colored gloves, thage
approaches have been proposed, which can peeprocessing phase (e.g., segmentation, localizati
classified into various categories. For any systeen and detection of hands) can be greatly simplifidue
first step is to collect the data necessary to mptish  disadvantages are similar to data glove based
a specific task. In order to acquire input dataifand approaches: they are unnatural and not suitable for
posture and gesture recognition system differe@pplications with multiple users due to hygieneiéss
technologies are used. A common taxonomy is based
on whether extra devices are required for raw da3 Vision Based approaches:
collecting. In this way, they are categorized idtda Vision based approaches do not require the user to
glove based hand gesture recognition, vision bas&dar anything (naked hands). Instead, video
hand gesture recognition [5], and color glove basethmera(s) are used to capture the images of hands,
hand gesture recognition [6]Figure 1gives an which are then processed and analyzed using
example of these technologies. computer vision techniques. This type of hand gestu
recognition is simple, natural and convenient feers

.! # l and at present t_h_ey are the most popular approashes
o . gesture recognitianAlthough these approaches are
' simple but a lot of gesture challenges are raiseth s
Q}‘ | as the complex and cluttered background, lighting
£ variation, and other skin patches with the hanectbj
/ | Dbesides system requirements such as robustness

,velocity, recognition time, throughput, and
(a) Data-Glove based. (b) Colored marker (c) Vidiased. computational efficiency [1][10].
Fig 1: Examples of hand gesture recognition inpahnologies.

3. RELATED WORK
2.1 Data glove based approaches
William F. and Michal R applied orientation

Data glove based approaches require the userhistogram in [3] a method for recognizing gestures
wear a cumbersome glove-like device, which idased on pattern recognition. Mentions some issues
equipped with sensors that can sense the movemeimslude similar gestures might have different
of hand(s) and fingers, and pass the informatiaihéo orientation histograms and different gestures could
computer. Hence it can be referred as Instrumentdéve similar orientation histograms, besides ttia,
glove approachThese approaches can easily provid@roposed method achieved well for any objects that
exact coordinates of palm and finger's location andominate the image even if it is not the hand gestu
orientation, and hand configurations, The advargageingyan L. In [5] presented fuzzy c-means clustgrin
of these approaches are high accuracy and faadgorithm to recognize hand gestures in a mobile
reaction speed. However these approaches reqeire temote. There are some restrictions with current
user to be connected with the computer physicallgystem as the recognition accuracy drops quickly
which obstacle the ease of interaction betweensuserhen the distance between the user and the casera i
and computers, besides the cost of these deviees greater than 1.5 meters or when the lighting is too
quite expensive. strong. The system cannot deal with an image thsit h
2.2 Colored Markers based approaches two or more patches of skin with similar size.
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Stergiopoulou E. [1] recognized static hand gesturd SGONG) network. Three geometric features was
using Self-Growing and Self-Organized Neural Gas

Tablel: comparison between various methods of lgastlre recognition system

METHOD

MERITS

LIMITATIONS

APLLICATIONS

a novel distance metrig
Finger-EarthMover’s

,robust to hand articulations
distortions and orientatio

nFalse and confusing gestu

rdRock-Paper-Scissors

Distance (FEMD),| or scale changes, and caworientations Game, Arithmetic
Thresholding work in uncontrolled Computation
decomposition environments

Learning Vector| Cluttered backgrounds cgnColor  variations upon Multimedia presentation
Quantization, HSI color be managed lighting changes command

space. Accuracy Of Capturing.

Fuzzy C-Meang Enough speed and sufficiepntwrong object extraction, mobile robot

algorithm , Threshold. | reliability environment lighting

Recognition Rate : 85.83%

changes, Distance variation
Cannot distinguish two o
more patches of skin.

[

Self-Growing and Self;

Organized Neural Gal
(SGONG) network,
YCbCr color space

Gaussian distribution

Reliable since it is relatively
simmune to changing
lighting conditions and
provides good coverage
the human skin color. Fast
does not require pos
processing of the han

image Recognition Rate |:

Time consuming
) Complex

of

[
d

3D Modeling, Numbers
Recognition

90.45%

Laplacian filter Promising  solution  fon Different orientation| Helicopter Signaller for
Euclidian distance illumination changes histograms Background isMarshaling Operations
metric, HSV color| Recognition Rate : 91% plane and uniform|{ Television Control.
model Computational complexity
Orientation  histogram|, simple and fast to computesimilar gestures might havePattern Recognition
Euclidean distance offers some robustness tdifferent orientation| Graphic Editor Control
metric scene illumination changes| histograms different gestures

could have similar

orientation histograms

wrong object detection

The input hand image is segmented using two
extracted, two angles based on hand slope and ttiéferent methods ; skin color based segmentatipn b
distance from the palm center was determined, wherapplying HSV color model and clustering based
these features used to determine the number of ttieesholding techniques. Lamberti [6] presentsadre
raised fingers class. The system recognized 3ime hand gesture recognizer based on a color glove
predefined gestures with recognition rate 90.45%, iColor markers are employed to get the featuresvas f
processing time 1.5 second, but it is time consgmindistances from palm to all fingers and four angles
and when the number of training data increase, thmetween those distances. Daeho Lee and SeungGwan
time needed for classification are increased tasdA Lee [11] presents a novel vision based method in
[4] applied multivariate Gaussian distribution towhich , fingertips are detected by a novel scale-
recognize hand gestures using nongeometric featuregvariant angle detection based on a vari&atesine.
Tablel shows the comparisons between different hand
gesture recognition techniques.
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It should be processed in such a way that we have t
4. PROPOSED WORK identify the colors that are required by analyziagh

ﬁ {
-

Gesture based computing interface makes the u:
more interactive with the PC. The power of
controlling the PCs will be in our hands. With the
help of mere bare hand and its gestures we catihget
power of pointing device like mouse. Gesture base
computing makes the interface more advance
compared to pointing device like mouse. We can g
full access of our personal data on our finger. tips
The proposed system is illustrated in the Fi
1,consists of 3 main components viz Image Capturin
Image Processing And Application Handler. Tht
Inage capturing mainly initiates the webcam t
capture the image. After getting the captured imag
processing of the particulars are facilitated. udels
configuring skin color values and detecting the
concerned skin color bands. Next emphasis tt
finding of different contours in the image and stgr

it in an array. From the contours detected we mu
identify the Principal Contour this will reduce the
wrong object detection. Principal contour helpstais
detect the finger tips ,to track the gesture astiand
to find the current positions. This identified gest
action are send to application handler to contr
different applications.

4.1 Module Description

4.1.1 Image Capture Module

We need to capture the gestures provided by tl

hands .In order to do that we use an Image cajgturin Fig 2. Block diagram of the proposed work

device (Web cam) to pictures every movement of the

hands, and this is marked as the input of our @rgr pixel. In order to identify color the pixels in thmage

to control the system. Théava Media Framework is arranged in a one dimensional array. It makes th

(JMF) is a Java library that enables audio, vided a color analysis much easier. The RGB components in

other time-based media to be added to Jawach pixel are calculated. The color value of each

applications and applets. This optional packaggixel can range from 0-255. Depending on this value

which can capture, play, stream, and transcodsf red, blue and green we can identify the pixdébco

multiple media formats, extends the Java Platform,e. to get red color, the R value should be gretatan

Standard Edition (Java SE) and allows development0 and the other must be less than 40.

of cross-platform multimedia applications. Usingsth This is the method that we are using here for

key feature in JMF it is used to detect the userdha processing image. In java a class named pixel@rabb

movements and it is directed to the Computings used for this process. Here we are comparing the

device. obtained RGB value with the already decided color
values. If we are obtaining such an RGB value & th
prescribed limit, the analysis will be terminateada
the obtained color is taken as the input for thzt ne

process. Hence this module is considered as the
4.1.2 Color Detection Module
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learning phase in which we should able to deteet tHmage viewer is a application which helps us towie
skin color and make that recognizable by the HMI. digital images that are stored in our computer. To
change the magnification level to zoom in on the
4.1.3 Image Comparison Module current picture click the magnifier and then drhg t
slider to zoom in on the picture. This lets us @ ¢
From the image, the Skin color is detected and th@ose up view of the image. The same way zoom out
coordinate value of that color pixel is obtainetlisTis also can be done. To view next or previous imagé th
done for each frame. From the coordinate value this in the same folder as the current picture, dak c
obtained, the position mouse is calculated. Then next or previous button.
position is calculated as the difference in coamtén In GBC instead of these buttons we use Gestune2 fo
value of that color in consecutive frames. Depegdinviewing previous and next images. If skin color is
upon this value the different mouse operation sach moved from left to right, previous image can be
mouse pointer movement, left click, right click andviewed. For next image, skin color is moved from

double click is performed. right to left. For zoom in and zoom out Gesture5 is
used a time. As the distance between these color
4.1.4 ADD-ONS increases the picture will get enlarged and if the
distance between the color decreases the picture is
GBC has got four applications. They are: shortened. So by using GBC, it helps us to view
(1) Mouse activity handler module. images in a different way. Instead of sitting cltsa
(2) Image viewer module. system and always clicking on button to view
(3) File transfer module previous and next images and to zoom in and zoom
(4) Mail dispatcher. out we need only to show the specified gesturek wit

specified skin color and gesture(count of fingextip
(1) Mouse Activity Handler Module

(3) File Transfer
Skin color and a concerned gestures are assigmed fo File transfer is the process of transferrandjle
basic mouse action. Gesturel - Movemenfrom one system to another system. Here we use
Gesture232 — Right Click, Gesture121 — Left Clickgestures and skin color band for this purpose tirar
The coordinates of mouse pointer changes as tiae need a server to control and manage those
projected gesture move over the screen. This ig doactivities. More than two clients can take parthis.
by calculating the co-ordinate axis frame by frameTwo java classes, filelnputStream and file
The captured position of skin color is stored in ®utputStream are used. The system participating in
variable (current x & current y).if the same colsr this must be connected locally via Ethernet cable o
detected in the next frame at different positior thby using switch.
present values of current x & current y will be radv The server initiates the application. The client
to previous x & previous y respectively. The new coprogram is run on those computers where the actual
ordinate value is moved to the current x& current Yfile is present and on those where the file needset
By calculating the displacement of these two akes t copied. The file which is to e transferred between
movement of mouse pointer is done. computers is selected first. When skin color band
The rest mouse actions are done by other respestiveslang ivishm@eayee Babatrel ashovhérh snprbeidsgsbynjava. This
implementations. Using the class to generate inputhich is having the selected file, it gets copibdw
events differs from posting events to the AWT eventve need to show skin color band and Gesture5 on
queue or AWT components in that the events amhiose computer to which the file is to be trangférr
generated in the platform's native input queue. Fand the file will be pasted on the specified destion
example, Robot.mouseMove will essentially move ther folder.
mouse cursor instead of just generating mouse move
events.

(4) Mail Dispatcher
(2) Image Viewer
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It is just like Gmail and Yahoo mail, we canSystem by Principal Contour Action analysis which
access mail completely. We can compose, store, refudds the principal contour from the background and
and send mail. We can store email addresses aad othnalyses the position and contour of the detected
confidential data here. Since the data must noebd fingertips, various interface actions such as atigk
by others we set password for such documentsioving ,zooming and pointing are recognized. Sgttin
Usually passwords are set of characters or nundrersa threshold value of time in capturing gestures
combination of both. For a hacker it can be easilgmployed for differentiating the concerned gestures
hacked and the data can be read. The data areeno Bwo-handed dynamic-gesture multimodal interaction
confidential. is thus a promising area for future research.
But now a day instead of password, patterns aré. us€ustomization of gestures also can be employed to
It is common in android phones. We just need tasetmake it more user friendly.
pattern by drawing a pattern. Using only this patte
one can open the phone. Just like this applicatien, REFERENCES
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